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Abstract

We survey recent models of unforeseen contingencies, discussing both epistemic and
decision-theoretic approaches. We also briefly comment on the hurdles which remain for
applying these models to contract theory. © 1998 Elsevier Science B.V. All rights
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1. Introduction

Many writers have suggested that the nature of contracting, firm structure,
and political constitutions cannot be well understood without taking account of
the role of unforeseen contingencies — loosely, possibilities that the agent does not

* Corresponding author. E-mail: blipman@julian.uwo.ca.
U Also at: CentER, Tilburg, The Netherlands.

0014-2921/98/$19.00 Copyright © 1998 Elsevier Science B.V. All rights reserved.
PII S0014-2921(97)00114-1



524 E. Dekel et al. | European Economic Review 42 (1998) 523—-542

‘think about’ at the time he makes a decision. In any complex situation, real
people do not consider all of the many possible situations which may arise. As
a result, contracts typically assign broad categories of rights rather than calling
for very specific actions as a function of what might occur. Similarly, firms are
designed to decide what to do rather than simply programmed to implement
some given set of actions. Finally, laws, especially sweeping ones such as
constitutions, are intentionally left vague to allow adaptation to circumstances
as they arise.? While the importance of unforeseen contingencies seems clear,
unfortunately, it is not obvious how we might model them.

We survey recent attempts to provide such a model. While progress has been
made, it is too early to say that a useful and convincing model has been found.
Each of the papers we discuss has formalized an aspect of the problem in a useful
way; none of them is entirely successful. We emphasize that several of the papers
we discuss have contributions that go beyond our narrow focus and our
criticisms may not carry over to other aspects of these papers. In particular, our
brief summaries oversimplify the work discussed and so are no substitute for the
originals.

Before discussing the approaches taken, some clarifications are useful. First,
as we use the term, unforeseen contingencies are not events that the agent has
considered but assigned zero probability. This notion does not require a new
model. One way to view the difference is that with an unforeseen contingency, an
‘uninformative’ statement — such as ‘event x might or might not happen’ — can
change the agent’s decision. Second, an unforeseen contingency is not necessar-
ily one the agent could not conceive of, just one he doesn’t think of at the time he
makes his choice. In the context of contracting, we think that the agent could
typically include the unforeseen contingencies if he took enough time, but that
he does not get around to doing so.

Finally, it is important to clarify what we want in a model of unforeseen
contingencies. Not every situation with unforeseen contingencies requires
a model to understand. For example, consider the problem of the route to
take to work. Of course, there is a wide variety of considerations that could,
in principle, be relevant to the decision: likely construction sites, ambulance
traffic, convenient places to stop for gas, etc. Realistically, no one considers
many of these factors in making a choice of route. On the other hand, as long
as the agent has a good estimate of the length of time for each route, it does
not matter which factors are foreseen and which are not. There are no decisions
that would be affected by the foreseeability or unforeseeability of these contin-
gencies.

In contracting, unforeseen contingencies matter more. Consider, for example,
the choice between long-term and short-term contracts. An important advantage

2 See, for example, the discussion in Hayek (1960) (Chapter 12).
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of short-term contracts is that it is easier to anticipate the relevant
contingencies for the near future than for the distant future. Hence, the extent of
unforeseen contingencies is crucial to the choice between these options. What we
want is a model which can allow us to understand this kind of problem. Note
that the zero-probability approach will not work. If the only sense in which
some distant future contingencies are not foreseen is that they are given zero
probability, then agents will perceive zero costs to excluding them. Hence they
will see no ‘foreseeability’ advantage to short-term contracts.

There are two main approaches to modeling unforeseen contingencies.
The epistemic approach focuses on the beliefs of an agent, trying to describe
how unforeseen contingencies fit in. The decision theoretic approach starts from
the agent’s preferences and asks what view of the world we can attribute to the
agent that would be consistent with them. This approach doesn’t necessarily
seek an accurate description of the agent’s beliefs, but instead takes an ‘as-if’
approach, saying the agent behaves as if these were his beliefs. We discuss each
of these approaches, focusing our discussion entirely on the single agent case
for simplicity and because, in some cases, we know little about the multi-agent
case.

2. Epistemic approaches

Epistemic approaches begin with the standard model of knowledge, generaliz-
ing it to allow for unforeseen contingencies.® The standard model has a set of
states of the world Q. A state specifies everything relevant to the problem — every
fact about the world and everything the agent knows about these facts. This
knowledge is represented via a partition of ©, denoted I1. Let n(w) be the event
in IT which contains w. The interpretation is that at state w, the agent knows
only that the true state is in 7(w).

To understand how the standard model rules out unforeseen contingencies
requires a more general model in which it is a special case. The best-known way
to do this is using what Geanakoplos (1989)* called possibility correspondences.
He suggested that we replace the partition with a function P : Q — 2\ {0} where
in state o, P(w) is the set of states the agent thinks are possible. In other words,
we drop the requirement that the sets { P(w)|w € Q} form a partition of Q. In the
case where they do (and where we P(w)), we say that P is partitional and
otherwise that it is nonpartitional.

For our purposes, it is useful to work with a knowledge operator. Roughly,
a possibility correspondence says what the agent believes possible at each

3 See Geanakoplos (1989) or Dekel and Gul (1997) for more detailed discussions of these topics.
#See also Samet (1990) and Shin (1993).
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state, while a knowledge operator rewrites this giving for each event E, the
states at which the agent knows E. Formally, given an event E < Q, let
K(E) = {weQ|P(w) = E}. To understand this, suppose that P(w) < E. Then
every state the agent considers possible is in E, so, in this sense, the agent ‘knows’
that the true state must be in E. Put differently, in every state the agent considers
possible at w, E is true. Hence at w, the agent knows E is true. Letting 1 E
denote the complement of E, 1 K(E) is the set of states where it is not true that
the agent knows E to be true.

One necessary condition for a possibility correspondence to be partitional,
called negative introspection,is 1 K(E) = K—1 K(E). In words, this says that if the
agent does not know E is true, he must know that he does not know that E is
true. To understand this condition, first suppose there are no unforeseen
contingencies, so the agent recognizes every possibility. Then if the agent does
not know some statement is true, he should recognize this fact. Since he knows
all the possibilities, he can mentally go through the list of all possibilities,
checking off the ones he knows to be true, the ones he knows to be false, and the
ones he is unsure about. For example, consider a fan’s knowledge of how various
NBA teams fared against one another during the 1996-1997 regular season.
Since a fan, by definition, knows all possible pairs of teams, he recognizes
the fact that he, for example, does not know how Vancouver did against
Sacramento.

On the other hand, suppose the possibility that the NBA sets up a franchise in
Toulouse is an unforeseen contingency for him. Then does he know that the
NBA is going to do this? No, of course not. Does he recognize his lack of
knowledge about this specific point? Again, of course not. Hence negative
introspection fails, so partitional models cannot capture unforeseen con-
tingencies.

Geanakoplos gives the following example to suggest that possibility corres-
pondences can provide a useful model of unforeseen contingencies. Suppose
a scientist performs an experiment which is expected to be routine. If the ozone
is disintegrating — a possibility which has never occurred to her — then the
experiment will yield an unexpected outcome, leading her to discover the
disintegration of the ozone layer. On the other hand, if the ozone is not
disintegrating, the ‘expected’ result will occur and the scientist will never realize
that there was a chance that the ozone might be disintegrating. To model this, let
Q = {a, b}. In a, the ozone is disintegrating, while in state b, it is not. Let the
possibility correspondence be P(a) = {a}, but P(b) = Q. Then, as in the story, if
the ozone is disintegrating, the scientist discovers this, while otherwise, she
learns nothing. Intuitively, in state b, she fails to recognize that the state can-
not be a because she fails to foresee the possibility of getting the ‘unexpected’
result. This ‘mistake’ is reflected in a failure of negative introspection. In
particular, K({a}) = {a}, so m1K({a}) = {b}. However, K1K({a}) = K({b}) = 0.
Hence —1K({a}) = {b} £0 = K—1K({a}), a violation of negative introspection.
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Intuitively, at b, the agent does not know that {a} is true and does not know that
she does not know. In this sense, at b, the agent has failed to foresee the
possibility of a.

On the other hand, the example is puzzling in several respects. In state b, the
scientist is supposed to not recognize the possibility that the ozone is disinteg-
rating. Yet she considers state a (the one where the ozone is disintegrating) to be
possible. How can she be said to consider it possible and yet not recognize its
meaning?

Modica and Rustichini (1994) offer another critique. They suggest we define
the agent to be unaware of (to fail to foresee) an event E at state w whenever such
a failure of negative introspection occurs. That is, letting U(E) denote the set of
states where the agent is unaware of E, they define U(E) = 1 K(E)n—1 K—1K(E).
They argue that if an agent is unaware of the possibility that p is true, then she
should be unaware of the possibility that it is false. Hence U should be symmetric
in the sense that U(E) = U(— E). This assumption is violated in the example. As
noted, at state b, the agent does not know and does not know that she does not
know {a}. Symmetry, then, would dictate that she not know and not know that
she does not know {b}. It is true that at state b, the agent does not know b since
K{b} = 0. However, K1K{b} = KQ = Q, so she does know that she does not
know that b is true.

Modica and Rustichini show that the requirement of symmetry (together
with some other assumptions) eliminates unforeseen contingencies in a possi-
bility-correspondence model. Hence, they conclude, dropping negative
introspection alone does not provide an adequate model of unforeseen contin-
gencies.

Dekel et al. (1997a) reject the example for a different reason. Recall
that "1K{a} = {b} and "TK—1K{a} = Q. Hence at b, the agent does not
know that a is true nor does she know that she does not know a. On the
other hand, K1K1K{a} = KQ =Q. That is, she does know that she
does not know that she does not know a. This form of knowledge is cer-
tainly odd; however, it seems to suggest that she has positive knowledge
of a at some level and hence should not be said to be unaware of the possi-
bility.

The Dekel-Lipman—Rustichini critique uses knowledge operators, not possi-
bility correspondences. Above, we derived knowledge operators from possibility
correspondences. However, not every knowledge operator can be so derived.
It is well known that a knowledge operator derived from a possibility corres-
pondence satisfies monotonicity (E < F implies K(E) = K(F)) and necessitation
(K(2) = Q). Dekel-Lipman—Rustichini show that any knowledge operator
satisfying either monotonicity or necessitation cannot give a nontrivial model
of unforeseen contingencies. Specifically, consider an unawareness operator
U :2% - 2% where, again, U(E) is interpreted as the set of states where the
agent is unaware of the possibility of E. Dekel-Lipman—Rustichini put
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three axioms on U and K:

1. U(E) < U(U(E)). That is, if the agent is unaware of the possibility of E, he
must be unaware of the possibility of being unaware of E.

2. U(E) € 7 K(E)n—1 K1 K(E). In other words, unawareness can only occur
when negative introspection is violated.

3. KU(E) = . The agent never knows he is unaware of a specific event E.
A person may know that he is unaware of something, but should not know which
event he is unaware of.

Dekel-Lipman—Rustichini show that given these three axioms, necessita-
tion implies there is no unawareness (U(E) = () for all E), while monotonicity
implies there can only be unawareness when the agent has no knowledge
(U(E) =1 K(F) for all E and F). To see this, note that the first axiom says
U(E) = UU(E). Applying the second axiom to the event U(E) gives
U(U(E)) € 7K1 K(U(E)), so U(E) € 7K1 K(U(E)). Rewriting the third
axiom, TKU(E) = Q. Hence, 7K1 KU(E) =K, so U(E) € 1K(2). But
necessitation says K(Q) = Q or 1K(Q) = 0 and so implies U(E) = (. Mono-
tonicity says K(F)<= K(Q) or —1K(Q)<1K(F). Hence it implies
U(E) € 1K(F).

Dekel-Lipman—Rustichini also show that no ‘standard state-space model’ can
deliver a nontrivial model of unforeseen contingencies. A rough intuition for this
result is that in standard state-space models, states play two distinct roles: they
are the analyst’s descriptions of ways the world might be and they are also the
agent’s descriptions of ways the world might be. If the agent is unaware of some
possibility, ‘his’ states should be less complete than the analyst’s. Hence, any
model which does not explicitly distinguish between the agent’s descriptions and
the analyst’s will fail to capture unforeseen contingencies.

One response is to consider models which do make this distinction.
Dekel-Lipman—Rustichini sketch one way this might be done using an ap-
proach based on Modica and Rustichini (1993) which also has similarities to
Fagin and Halpern (1988) and to three-valued logics.® Pires (1994) (Chapter 1)
also proposed a model that makes this distinction.

Alternatively, we may give up on ‘realistic’ models of the agent’s view of the
world and seek an ‘as if’ model — one which predicts the agent’s behavior
correctly, even if it is not descriptively accurate. Epistemic models describe the
agent’s view of the world and use this to describe his behavior. Decision-
theoretic models start with behavior and ask what model would generate this.
Given a model that generates the ‘right’ kind of behavior, we can predict
correctly even if the model is not literally true.

5See Fagin et al. (1995) (Chapter 9).
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3. Decision-theoretic models

First, we explain the standard Savage (1954) model and how it rules out
unforeseen contingencies. As before, we have a set of states of the world, Q.
Again, a state is a complete description of a relevant situation, where we define
‘complete’ below. We also have a set of consequences X. A consequence is
a complete description of the outcome of a choice and determines how the agent
‘feels about’ the outcome. The options available to the agent are acts, functions
from Q to X. The set of all such functions is denoted F. The agent is assumed to
have a preference relation > on F. Implicitly, then, the agent is assumed to view
each possible action in terms of how its consequence varies with the state. This is
the meaning of state w being ‘complete’: for any action, the agent knows exactly
the consequence of that action in state w.

In this setup, Savage derives a subjective expected-utility representation of the
preferences. Specifically, he shows that given any preference > satisfying his
axioms, there is a function u: X — R and a probability measure y on £ such
that®

[Zgifty, wou(f (@) = Y wwulgw)).
weQ wel
We state this well-known result to make clear the nature of the exercise: the
agent’s preferences (behavior) are used to derive a representation of his ‘view of
the world’.

Savage was troubled by the complete state-space assumption and proposed
the notion of small worlds, incomplete descriptions of the world which the agent
uses as if they were complete. The idea, slightly modified, is to treat the agent’s
state space as a partition of the true space, so that the states of the world the
agent perceives are subsets of the real state space. We let S denote the agent’s
perceived state space and Q2 the true state space.

To see the idea, suppose there are two sources of uncertainty: whether it rains
and whether there is a revolution in Haiti. This gives four possible states:

Q = {(rain, revolution), (rain, no revolution),
(no rain, revolution), (no rain, no revolution)}

Consider an agent who is unaffected by or has not considered the possibility
of revolution. He considers only whether or not it rains, so S = {(rain),
(no rain)}. The ‘state’ (rain) corresponds to the event {(rain, revolution), (rain, no
revolution)} and (no rain) is analogous. Thus, the state space as seen by the

% We have written this for the finite state space case for simplicity. To be precise, though, Savage’s
axioms require an infinite state space. See, for example, Gul (1992) for axioms for the finite case.
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agent is a partition of the true state space. The variation within an event of this
partition is either irrelevant or unforeseen by the agent.

How would we model decisions of an agent in this context? Suppose the agent
can use his money to buy an umbrella, invest it in Haiti, or save it. We use the
following numerical representation of the consequences as a function of the real
state. This is a description of objective reality — the agent’s perceptions come next.

Consequence Consequence Consequence
State if Buy if Save if Invest
(Rain, revolution) 5 0 — 100
(Rain, no revolution) 5 0 10
(No rain, revolution) 6 8 — 100
(No rain, no revolution) 6 8 10

Recall that the agent sees the possibilities as rain versus no rain. The conse-
quences of buying the umbrella or saving money are clear since they only
depend on this. In this sense, these acts are measurable with respect to his
awareness. Hence,

Perceived Perceived Perceived
consequence consequence consequence
State if Buy if Save if Invest
(Rain) 5 0 X
(No rain) 6 8 x'

where we need to determine x and x".” Many recent papers have dealt with this
in one way or another. Some of them give ways to answer the question ‘what
should x and x’ be?’, while others reformulate the problem. All, however, can be
seen as addressing the basic problem of how to model the agent’s perception of
this kind of ‘nonmeasurable’ act.®

Before turning to these, we note Fishburn’s (1970) perspective on the point. In
Savage, states and consequences are given and acts are constructed from them.
Fishburn suggested thinking of the acts and consequences as given and the
states as constructed. In the context of our example, we would take buy, invest,
and save as the given acts and the real numbers for the set of consequences. Then
for each possible payoff function — each specification of a consequence for each

7Savage’s proposal, that x and x’ be acts, was not motivated by unforeseen contingencies and
does not seem particularly appropriate for this problem. Hence, we do not discuss his views on this
further.

8 This problem is not special to decision-theoretic models. Adding decision-making to an epi-
stemic model will also require an answer to this question.
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act — we would have a state. That is, every vector of three numbers (giving the
payoffs to the three actions in some order) would be a state. By construction, this
state space is complete. This state space is a natural description of how a ‘fully
rational’ person should make choices when she is aware that her knowledge of
the true state space is incomplete. Such an individual does not care about the
‘real’ states per se, only about how well she does, how she feels as a consequence
of her choice. That is, the payoff relevant contingencies are ‘how does each
choice make me feel?

However, we cannot appeal to Savage’s theorem with this state space. Savage
assumes the agent has preferences over all functions from states to conse-
quences. If we begin with our three actions, the state space we constructed would
be the set of all three—tuples of real numbers. Hence, to apply Savage requires
the agent to rank rank all functions from R to R — a large set to analyze for the
choice between three elements! More to the point, most of these functions would
be entirely artificial. We could never observe an agent’s choices among such
options and so could not test the theory, even in principle. If we could carry out
a similar construction but in a way which makes a connection to observable
choices, this objection would be eliminated. As we will see, some recent papers
take this approach.

Modica et al. (1997) give a simple approach to nonmeasurable acts. In terms
of the example, they suggest that if the agent only considers rain or no rain, he is
implicitly assigning a default truth value to revolution or no revolution. The
simplest case would be that the agent implicitly assumes there will not be
a revolution and so x = x" = 10. While this approach seems quite natural, it has
one drawback: in some settings, it is equivalent to standard expected utility
where the agent puts zero probability on ‘unforeseen’ states. As shown by
Modica, Rustichini, and Tallon, this equivalence does not always hold — for
example, it breaks down with ‘large’ penalties for bankrupcy. On the other hand,
it appears difficult to use this approach to study incomplete contracts.

Taking a different approach, Ghirardato (1996) suggests that acts should be
correspondences, not functions.” That is, an act will be a function from S to
2%\{0}. For brevity, let Y = 2¥\{0}. The interpretation is that f(s) is the set of
consequences possible in ‘state’ s. In our example, we might assume the agent
views the acts as

Consequences Consequences Consequences
State if Buy if Save if Invest
(Rain) {5} {0} { —100, 10}
(No rain) {6} {8} { — 100, 10}

°In independent and contemporaneous work, Mukerji (1997) gives a mathematically similar
treatment, but with a different interpretation.
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Ghirardato first generalizes the Savage axioms to correspondences.'® Clearly,
this gives a utility function u: Y — R and a probability measure u on S such
that

f=gift Yy us)u(f(s) =Y usyulg(s).

seS seS

Recall that f'(s) and g(s) are subsets of X, not points in X. To write the utility of
a set in terms of the utility of the points in it, Ghirardato adds an axiom which
says that the agent prefers the best consequence in y to the set y and prefers the
set y to the worst consequence in y. This implies that there is a function
o:Y —[0,1] such that

u(y) = o(y) min u(x) + [1 — a(y)] max u(x)

xey xey

(where we abuse notation by writing u(x) instead of u({x})). Hence, his repres-
entation has act f evaluated by

2. Hls [fx(f ) min u(x) + [1 — o (f(s))] max u(X)},

seS xef (s) xef (s)

where of f(s)) is part of the representation, just as the probabilities and utility
function are. He suggests that o be interpreted as a measure of pessimism/
optimism.

Ghirardato’s representation generalizes nonadditive probability models. To
see this, suppose we set a(y) = 1 for all y. In this case, the agent’s evaluation of
acts is given by an expected value (with additive probabilities) of a minimum.
Gilboa and Schmeidler (1994) have shown that nonadditive probability models
can always be restated in such terms. This connection may seem surprising.
After all, the standard axiomatizations for nonadditive probabilities are based
on relaxing the sure-thing principle, while Ghirardato uses the standard sure-
thing principle adapted to correspondences. More to the point, why should the
sure-thing principle not apply in the presence of unforeseen contingencies? In
our example, if an agent is deciding between two acts which are affected in
exactly the same way by the ‘state’ (rain), why should not he make his choice
entirely on the basis of comparing the acts in the ‘state’ (no rain)?

This connection comes from the fact that probabilities are placed on sets of
consequences, not individual consequences. These probabilities are ‘translated’

19 Ghirardato does not require the ‘accuracy’ of perception we use in the example, nor does he
require the agent to rank all possible acts (only a natural subset of them).
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into probabilities on individual consequences, but not in a way which makes the
distribution over consequences additive. Intuitively, the agent does not think
‘rationally’ about sets of consequences in the sense that if (rain) yields a set
of consequences y for some act, the agent does not assign probabilities dir-
ectly to the individual consequences in y. As a result, the effective probabilities
on consequences may not be additive. One could interpret Ghirardato as
completing the state space in the manner suggested by Fishburn (1970) but in
such a way that the probability distribution over the completed space is
nonadditive.

Ghirardato’s approach has several nice features, but also one important
gap (as noted by Ghirardato): it takes the subjective representation of acts
as given. Traditionally, one begins with an objective description of the
agent’s environment and derives a subjective perception of this environment.
In Savage, states and consequences are interpreted as objective in the sense
that an outside observer could construct these sets. Hence, the outside ob-
server can construct the acts and observe the agent’s preferences over acts
by witnessing the agent’s choices among these options. The utilities and prob-
ability beliefs are the only subjective variables and Savage’s theorem tells how
these are to be derived from observing the agent’s preferences. In Ghirardato’s
approach, acts are exogenously given correspondences, even though we inter-
pret them as the agent’s subjective view of his actions. The crucial unanswered
question, then, is how we can identify the agent’s view from his preferences.
Without an answer to this question, it is not clear whether the theory has any
testable implications. It is only fair to note that one could make a similar
critique of Savage in that he also assumes that the representation of objects in
the world as acts describes the agent’s perceptions of these objects. Of course,
this assumption is precisely what the work on unforeseen contingencies attempts
to relax.

Skiadis (1997) gives one approach to answering this question. In terms of our
example, he derives a subjective representation of the x and x" above. That is, the
numbers we plug in for x and x’ become part of what we derive as our
representation of the agent’s preferences, just as a utility function is part of
a representation of preferences. Roughly, Skiadis’ view is that consequences are
another word for utilities and thus are not observable either. In this sense, he
endorses the extension of our critique of Ghirardato to a critique of Savage.
Skiadis derives a subjective notion of what the act ‘is’ — that is, a subjective
notion of how the act’s payoffs vary with the state. He does not assume the
existence of a set of consequences. Instead, ‘acts’ are points in a set, F, with no
structure whatsoever.

To get more out of the model, one must put more in. He considers preferences
over (act, event) pairs instead of acts. That is, instead of f>g, we write
(f, E)Y=(g, E') where E and E’ are subsets of S. The interpretation is that the
agent prefers choosing f when the event E occurs to choosing g when E’



534 E. Dekel et al. | European Economic Review 42 (1998) 523—-542

occurs.'! Skiadis’ axioms yield a representation where the payoff to (f, E) is

H5)
seE AM(E )

for some probability distribution u on S. In effect, u(f; E) is the conditional
expected utility of f given event E where u(f, {s}) is the utility of the ‘conse-
quence’ of choosing f in state s. So we have derived ‘consequences’ from the
preferences.

For intuition, let us return to the example with our three actions, buy, save,
and invest. As noted, in Skiadis’ treatment, these are simply points in a set. The
representation in effect must give values for the unknowns a through f in the
following table:

u(f, E) = u( f{s}) 1

State Utility if Buy Utility if Save Utility if Invest
(Rain) a b c
(No rain) d e f

as well as a probability for the state (rain). The preference order over act—event
pairs tells us how to order a through f directly. Hence, we only need to be able to
choose the right magnitudes to make Eq. (1) hold.

Note that this avoids assuming what should be derived in Ghirardato. On the
other hand, the solution is incomplete. To see why, compare the table above to
our original table giving the true acts. Intuitively, ¢, for example, can be thought
of as the agent’s subjective ‘expectation’ of the utility of ‘invest’ given rain — that
is, the expectation over the possibilities of revolution versus no revolution. That
is, Skiadis does not give us the ‘completed’ state space that Fishburn suggests,
but only certain aggregated variables from it. Ghirardato took as exogenous the
numbers the agent saw as possible values for this utility; Skiadis derives
a subjective expectation over this set of values. Ghirardato gives more informa-
tion about the act, while Skiadis provides a derivation for this subjective
quantity. Ideally, though, we would want a subjective derivation of the set
Ghirardato postulates.

Why does having the set of numbers instead of the expectation over the set
matter? Clearly, there is more information in the former than the latter. Further-
more, in many applications, this additional information is critical. For example,
consider the problem of long-term versus short-term contracts. As noted earlier,

11 At this point, we oversimplify Skiadis” work in two ways. First, he does not literally consider
a preference over act-event pairs. However, as he explains, his approach is essentially equivalent to
this. Second, a large part of Skiadis’ contribution is to consider preferences which are not ‘separable’
across states and his interpretation of the preference relation is more subtle than we make it sound in
order to allow this. Since our interest lies elsewhere, we ignore this aspect of Skiadis” work.



E. Dekel et al. | European Economic Review 42 (1998) 523—-542 535

the obvious advantage of short-term contracts is that it is easy to foresee
contingencies for the near future than the distant future. Thus the agent would
be ‘more certain’ about a given expectation if it concerns the near future. To
model this seems to require getting at a more detailed representation of what the
agent thinks is ‘inside’ these events and lies behind these ‘expected utilities’.

Kreps (1979, 1992) gives an alternative approach which derives a subjective
representation of this set of numbers.’? That is, Kreps uses the agent’s prefer-
ences to derive a subjective representation of what the rest of the state-space
looks like, tying Fishburn’s construction to observables. Kreps obtains this
additional information about the agent by considering her preferences for
flexibility. As Kreps puts it,

What behavior ... do we look at to discern whether the individual does
indeed anticipate that unforeseen things may occur? How can we recognize
behavior that reflects a self-aware inability to predict all future contingencies?
The answer . . . is that we ask the individual how much flexibility he wishes to
preserve in the future. That is, knowing that unforeseen events may happen,
the individual is unwilling today to precommit to all actions he will later wish
to take, even contingent on the contingencies he can foresee. He will wish
instead to preserve for himself some ability to adapt to those events ... .

Suppose the agent writes a contract giving her action as a function of the state
s. She knows these states are not complete and so correspond to events in the full
state space Q. Typically, she will prefer not to pin down her choice precisely if
she believes she will learn more about Q in the future. For simplicity, suppose
that in the future, she will learn the exact true state, . Then her ability to choose
in the future is strictly better than her ability to choose today: now she can only
choose an action as a function of an event in , getting only approximately what
she wants, while tomorrow, she can get exactly what she wants as a function of
the exact state. There would be no gain if the agent thought S = Q, so this
reveals her recognition of unforeseen contingencies. Further, the agent’s prefer-
ences over various constraints on future choice reveal the utility possibilities she
perceives. For example, if she is indifferent between constraining herself to
choose from the set x or from x plus one more option, she she must believe the
additional option cannot be useful. That is, she believes there is no state w € Q in
which this option is better than everything in x.

Formally, we have a finite set of basic options B. A contract is a function
f:8 > 2%\{0}, where in state s, the agent must choose from the set f (s). The agent
has preferences > over the set of such contracts.

Given certain axioms, Kreps shows that there is a subjective state space ©
and state—dependent utility functions U : Bx ® x S — R such that contract f'is

12Koopmans (1964) also discussed a model like this, motivated in part by unforeseen contin-
gencies.
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evaluated by

V(f)=)Y ) max U(,0,s).
seS 6eO® bef (s)

To interpret this, think of @ x S as the agent’s ‘estimate’ of the true state space
Q. That is, the agent knows that any s is really an event in €, so he creates
subjective versions of these states by considering (0, s) for various ¢’s. The agent
doesn’t know which (0, s) will obtain, but will find out at the beginning of the
next period. At this point, she will, of course, choose the best item from f'(s), what
the contract allows in state (6, s). To get ‘expected’ payoffs, then, we sum over
(0, s). This can be viewed as an aggregation procedure or as an expectation with
respect to a uniform probability distribution.

This representation gives subjective versions of many of the exogenous objects
in the Savage model. Savage begins with a state space 2 and a consequence
space X and treats the options as functions from @ to X. Here, as in Skiadis, we
began with the options (B) as simply points in a set. As in both Ghirardato and
Skiadis, instead of the true state space, we have a coarsening of it, S. Kreps’
representation derives an extension of the state space to @ xS and a utility
function U(b, 0, s) where, as in Skiadis, we can think of ZOE@U(b, 0, s) as the
utility of the consequence that b yields in ‘state’ s.

This solves the problem of providing a subjective derivation of the set of
utility consequences of a given act in a given s. On the other hand, the
identification is not tight. For simplicity, we assume in the sequel that S is
a singleton so a contract, henceforth termed a menu, is simply a nonempty subset
of B.

Consider the following example. Let B = {c, d, e} and assume the agent only
cares about the number of items on the menu, strictly preferring longer menus to
shorter ones. It is easy to check that one Krepsian representation has
O = {04, 0,, 05} where U(b, 0) is given by

0y 0, 05
c 1 0 O
d 0 1 0
e 0 0 1

It is easy to see that another representation of these preferences has state space
O’ = {0}, 05, 05} where

0, 0, 0,
c 2 1 0
d 0 2 1°
e 1 0 2
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Furthermore, if we take the union of these two state spaces, we get a third
representation of the same preferences. Hence the state space (the set of rankings
of ¢, d, and e the agent considers possible) is not identified.

Why is this a problem? To apply this model, we need to know how assump-
tions on the structure relate to assumptions on the preferences. By analogy, in
applying Savage, we know that if we assume u is concave, we are assuming the
agent is risk averse. We know that assuming that «'(100) < 10 is meaningless
since an affine transformation of u could flip this inequality but cannot affect
preferences. We can not make analogous statements for the Kreps model. For
example, we might think that the larger is the agent’s @, the more he is
concerned about unforeseen contingencies. However, the example showed that
we could have two representations of the same preferences where one @ is a strict
subset of the other. Unless we can pin down @, we cannot determine the
relationship between it and the agent’s preferences and hence cannot easily
apply the model.

Two papers address this problem by incorporating lotteries into the Kreps
structure. Nehring (1996) considers lotteries over menus'® — that is, the agent
chooses a probability distribution giving a menu as a ‘prize’. He shows there is
a unique additive dichotomous representation, one where a lottery over menus is
evaluated by the expectation over the lottery of ZGGQ maxy.,, U(b, O)u(6), where
U(b, 0) equals 0 or 1 for all b and 6.

Dekel et al. (1997b) consider menus of lotteries — that is, the menus
can contain lotteries over B — and focus on additive EU representations. Let
p be a typical lottery over B where f(b) is the probability the lottery gives
outcome b. An additive EU representation has menu m evaluated by
Y scomax ., U(B,0), where for all 0, U(-,0) is an expected — utility function — that
is, it satisfies

UB.0) = 3. BB)UD, 0).

beB

They show that'* there is a unique state space for such representations. Also, if
one considers any additive representation — that is, drops the restriction that each
U(-, 0) be an expected-utility function — the expected-utility case generates the
smallest possible state space. Finally, their axioms imply that every representa-
tion is additive.'?

13 More precisely, he considers Savage acts which give menus as consequences. However, he
uses the standard approach of deriving a subjective probability distribution and replacing these
acts with subjective lotteries. Hence, for our purposes, it is as if he studied lotteries over menus
directly.

14 Subject to caveats regarding infinite state spaces — see the paper for details.

15 Nehring alludes to a similar result for his formulation.
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4. Incomplete contracts

We now seem to have a model of unforeseen contingencies which can
potentially be used to study contracts. In fact, the model looks very similar to
the ‘observable but unverifiable’ uncertainty story used by Grossman and Hart
(1986), Hart and Moore (1988), and Hart (1995) to model incomplete contracts.
For brevity, we henceforth refer to this as the GHM approach. This approach
assumes that some of the variables which are relevant to the contracting parties
are observed by them but cannot be ‘shown’ to a court. As a result, these papers
suggest, the parties cannot contract on these variables because a dispute about
their realizations cannot be settled by the court.'® Hence, these papers conclude,
contracts can only allocate control rights; that is, assign the rights to make
various decisions ex post. Intuitively, if some variables cannot be contracted
on, one has to rely on the parties to choose appropriately in the relevant
contingencies.

Similarly, Kreps assumes the agent contracts over the states as he under-
stands them (S) and generates a noncontractable part of the state space (®). This
suggests interpreting this aspect of the GHM approach as generated by un-
foreseen contingencies.'” In this sense, the Kreps approach has already been
used to study incomplete contracts under another interpretation. This is an
important conclusion since changing the interpretation of the GHM approach
can change the assumptions which seem appropriate, opening up new avenues
for exploration. In short, we seem to have a model of unforeseen contingencies
which can deliver interesting results for contract theory; it is essentially the
standard Savage model with restrictions on contracts that follow from the state
space being endogenous.

Recent work by Maskin and Tirole (1997) calls this conclusion into doubt.
They show that observable but unverifiable variables'® do not justify a depar-
ture from standard contract theory. More specifically, even with observable but
unverifiable variables, a mechanism can be designed which will induce the
parties to reveal to the court what the values of the unverifiable variables are.
Thus the fact that they cannot prove these facts to the court is not a problem
since the court knows they will tell the truth.

Given the similarity to GHM, this suggests that the Kreps approach may not
yield results different from standard contract theory either. In principle, there
are ways one could introduce more realism to the Maskin—Tirole framework

16 These papers often also use the assumption that certain actions are undescribable, but this
aspect of the GHM approach is not relevant for our purposes.

17We emphasize that a more formal derivation along these lines would require extending the
model above in several directions and it is far from clear that such an extension is possible.

8 And undescribable actions.
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and overturn their conclusion. For example, they suggest that bounded rational-
ity may imply that the agents do not understand and so cannot use the complex
mechanisms needed to enforce truth telling. On the other hand, it seems
surprising that considerations other than unforeseen contingencies would be
needed to generate something different from standard contract theory.'?

In short, the literature has made significant progress in developing a model of
unforeseen contingencies. But very significant problems remain to be solved
before we can generate interesting conclusions for contracting from such
models.

First, while the Kreps model (and its modifications) seems appropriate for
unforeseen contingencies, the model is one where the preferences are state
dependent and hence there are no meaningful subjective probabilities. A refine-
ment of the model that pins down probabilities would be useful. Also, a multi-
person extension of the model has not yet been developed. Both of these
extensions are necessary to complete the connection between Kreps’ decision-
theoretic model and the GHM approach to incomplete contracts.

In a more speculative vein, one reason for the difficulty in developing interest-
ing applications may be that the models to date are very close to the standard
Savage model. Part of this is because the models have assumed that the agent is
‘perfectly rational’ except for unforeseen contingencies, a natural starting point.
On the other hand, it may be important to weaken rationality assumptions
further to obtain a more useful model.

We also suspect that part of the difficulty is that, while it is clear how the Savage
model assumes away unforeseen contingencies, it is not clear what about un-
foreseen contingencies is not adequately captured by the modifications of Savage.
To draw an analogy, prior to Savage (1954), known and unknown probabilities
were seen as conceptually different and likely to lead to different behavior. Savage
(1954) called this into question by showing that under his axioms, an agent facing
unknown probabilities would act as if she assessed subjective probabilities and
used these like known probabilities. Later, Ellsberg (1961) gave examples of
intuitively plausible behavior which is inconsistent with subjective probabilities.
This showed what an alternative representation needed to do.

Similarly, the approaches discussed above give variations on the standard
model, providing the analog to Savage. However, there is not yet an ‘Ellsber-
gian’ example for unforeseen contingencies, a thought experiment which would
clearly show what is wrong with the (modified) Savage approach to modeling
unforeseen contingencies. We suspect that this lacunae makes it difficult to

19 One assumption of Maskin and Tirole’s does seem inappropriate for unforeseen contingencies.
They assume dynamic programming, roughly a ‘rational expectations’ assumption which says that
agents correctly anticipate the utility consequences of what happens in the future. This assumption is
also made in the GHM approach, but does not seem reasonable in the Krepsian reinterpretation.
On the other hand, dropping this assumption seems unlikely to have interesting consequences.
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identify a clear direction for improving on simple adaptations of Savage and
hence a useful alternative approach.

One stumbling block to getting such an example is that we want to distinguish
between unforeseen contingencies and ‘standard’ uncertainty aversion. By the
latter, we mean those models, such as nonadditive probability, which are
intended to represent an agent who knows the state space but not the appropri-
ate probabilities and behaves ‘conservatively’ because of this lack of knowledge.
Conceptually, at least, there is a difference between this and not knowing the
state space and behaving conservatively as a result. However, this distinction is
difficult to make precise. Intuitively, we want a problem in which it is ‘difficult’
for the agent to translate the options into utilities and where the agent exhibits
some aversion to this difficulty. But how can we distinguish this from translating
the options easily into utility space but then being uncertainty averse on the
utility space? Perhaps the lesson here is that there is not a formalizable distinc-
tion. For example, one natural alternative to the Krepsian representation would
have a menu m evaluated by ming. max,, U(b, 0), a functional form which
clearly embodies a stronger notion of ‘unforeseen contingency aversion’. This, of
course, looks very similar to the well-known sets of measures approach to
uncertainty.

An alternative is to take a ‘procedural’ approach. Rather than show that
preferences are represented by a subjective state space, perhaps we should try to
understand how the agent ‘constructs’ a state space and the probabilities. This
might give us a better understanding of the connection between the subjective
state space and the real world, facilitating extensions to multiple agents and
obtaining meaningful probabilities. This would also address an issue which
arises even without unforeseen contingencies; namely, where do subjective
probabilities come from?

Overall, we feel that the implications of unforeseen contingencies on an
otherwise rational decision maker are now (mostly) as well understood as the
Savage model. Some troubling questions in the Savage model — such as how the
agent determines probabilities — are even more disturbing here, though. Also, it
is not clear that the resulting model can yield interesting applications in contract
theory. A procedural approach might be more useful and might enhance our
understanding of decision making even without unforeseen contingencies. An-
other approach is to find an ‘Ellsbergian paradox’ that indicates behaviors that
are due to unforeseen contingencies and that conflict with standard subjective
(non)expected utility models, thus helping focus the search for alternatives.
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